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Abstract

This paper presents a quantification of the timing effects that advanced processor features like data and instruction cache, pipelines, branch prediction units and out-of-order execution units have on the worst-case execution time (WCET) of programs. These features are present in processors (e.g. PowerPC) that are being widely used in embedded and real-time systems. We present an experimental evaluation of the execution time of a series of synthetic benchmarks and real-life case studies. The execution time is evaluated using extensive testing and a simple WCET technique. We show that the most important factor in reduction of execution time is cache size (both instruction and data cache). Other factors like branch prediction and out-of-order execution have minimal improvements that is cancelled out by the pessimism of the analysis. We also argue that some of the performance gain of advanced processor features also applies to the worst case and although WCET estimates may be more pessimistic the overall impact is that they result in lower WCET estimates.

1. Introduction

There is an increasing trend of using advanced CPU’s in modern real-time embedded systems. Although the market for simple 8 bit and 16 bit processors is still very large the needs for additional functionality require the use of more advanced processors. Application fields of such processors are, for example, pilot support and X-by-wire systems. The main features of these processors include: data and instruction cache, branch prediction units, pipelines, multiple execution units and in more advanced processors out-of-order execution (cf. table 1). Although it is known that the performance of such processors is very good in the average case, as processor manufacturers optimise for average case execution time, the behaviour in the worst case is very difficult to predict, even more so when the different features interact. Several anomalies have already been reported in the literature where the rare interaction of some features may produce unexpectedly long execution times [8].

The common theme for timing analysis has been to suggest that HW has to be more predictable (in the temporal domain) so that static analysis can be performed. This implies that speculative features like caches and branch prediction should not be used. In this paper we argue that the benefits in performance of such features also apply to the worst case and although WCET estimates may be pessimistic, they are still much lower than less pessimistic estimates that can be achieved with more predictable systems. We support this claim through experimentation of a series of case studies under different processor configurations, using a very simple timing schema to compute the WCET.

There is an extensive literature on the performance improvements due to these processor features for the average case, however very little has been published on a similar analysis for the worst case behaviour. The most similar work is [7] where the impacts of several hardware features for the MIPS processor are analysed. They focus their work on how tight are timing analysis techniques to model particular features like instruction cache, pipeline, etc. We use a different approach by modelling the actual impact of these features on the actual execution time (not only the pessimism of the analysis). The conclusion they reach is that overestimation factors can be very large and that the main overestimation factor is pipelines if cache latency is small and instruction cache if cache latency is large. We agree with these conclusion. However, the programs they have analysed are very small and require a very small amount of data. One of the largest programs is just the inversion of a 3x3 matrix. For real-life programs that have much larger data memory demands data cache may be more significant.

In this paper we want to convey the following messages:

- For advanced processors, there is a difference between average case and observed worst case due to the speed up introduced by these processor features. When applications have data dependent memory accesses or paths these differences increase. There is an inherent variability of the execution time of programs.
- Safe estimates of WCET can be obtained by adequate testing and using measurements with adequate analy-
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The scope of this paper is the evaluation of the impact that some of these features have on the WCET of programs. The range of features and processors we target is summarised in Table 1 with some sample processors.

The problem of WCET analysis is further complicated by the fact, that none of the above processors work alone but are closely coupled with their surrounding periphery. Modern PC104 boards, for example, are basically equipped with more or less all the interfaces used in PCs. This includes, for example, video memory, which is embedded in the processor main memory and accessed via DMA. Another example are external busses, which are clocked lower than the processor, which leads to a quantisation affect. These features in combination make the problem of providing an exact model almost intractable.

The cost of a cache miss depends on several factors: memory speed, relative bus speed and processor architecture. Even for the same CPU this may vary. For the range of boards these processors may be used, a cache miss may be in the range of 10 to 40 cycles.

The above description illustrates the complexity that techniques that aim at accurate modelling of HW processor features have. On one hand, it is possible to identify the worst scenario for the different configurations alone, however the worst scenario for multiple features is a much harder problem and possible intractable.

3. WCET Analysis

There are two main approaches for computing the WCET of programs. On one hand, measurement techniques determine the WCET of a program by observation of the execution time over a testing period. On the other hand, static analysis techniques build a model of the timing behaviour

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmel TS68040</td>
<td>≤ 33</td>
<td>4</td>
<td>4</td>
<td>–</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>ARM 1020E</td>
<td>≤ 325</td>
<td>32</td>
<td>32</td>
<td>–</td>
<td>dynamic</td>
<td>no</td>
</tr>
<tr>
<td>ARM 1136F-F</td>
<td>≤ 500</td>
<td>16</td>
<td>16</td>
<td>–</td>
<td>dynamic</td>
<td>no</td>
</tr>
<tr>
<td>MIPS32 4Kp</td>
<td>≤ 300</td>
<td>≤ 16</td>
<td>≤ 16</td>
<td>–</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>MIPS 20Kc</td>
<td>≤ 600</td>
<td>32</td>
<td>32</td>
<td>–</td>
<td>dynamic</td>
<td>no</td>
</tr>
<tr>
<td>Infineon Tri Core 2</td>
<td>≤ 600</td>
<td>≤ 128</td>
<td>≤ 128</td>
<td>–</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Motorola MPC 7410</td>
<td>≤ 500</td>
<td>≤ 32</td>
<td>≤ 32</td>
<td>≤ 2048</td>
<td>dynamic</td>
<td>yes</td>
</tr>
<tr>
<td>Intel Pentium</td>
<td>≤ 300</td>
<td>16</td>
<td>16</td>
<td>opt.</td>
<td>dynamic</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 1. Processor Feature Overview
of the processor and together with an analysis of the structure of the code, they are able to provide an upper bound on the WCET of the code.

3.1. Related Work on Static WCET Analysis

Static approaches split the analysis basically into a low level analysis that determines the execution time of individual basic blocks and a high-level analysis that puts together the results of the low-level analysis to produce a picture of the longest path in the program.

The static analysis is based on a model of the processor and by applying this model to the structure of the code an upper bound on the execution is determined. High-level analysis techniques include tree based approaches [5], path based approaches [12], integer linear programming approaches [15]. In the area of low level analysis we can distinguish between analysis methods focusing on the different acceleration techniques. The cache behaviour is analysed by classifying each memory access as cache miss or hit. Müller et al. have modelled instruction and data caches in [14, 10]. A refined but similar approach is used by Theiling et al. in [13] by classifying each access as hit, first hit only, miss or first miss only. Symbolic equation systems are used by Blieberger et al. in [3]. Wolf and Ernst use local simulation to obtain bounds on the cache hits and misses in [15]. Both Stappert et al. in [12] as well as Healy et al. in [6] have created very detailed pipelines models considering the overlap of instructions. Recently dynamic branch prediction has been investigated (cf. [5, 9]), but this work was limited to schemes without global memory elements (e.g. global branch history). Furthermore other more advanced features like out-of-order execution and most importantly the interaction of such features is still an open problem.

The advantage of these approaches is that the structural analysis is able to determine safe estimates of the worst case path. However, the main problems are the difficulty of determining the worst case interaction of these features and the construction of the model of the processor which is error prone, time consuming and needs to be repeated for each new processor.

3.2. Measurement based WCET Analysis

Measurement based approaches are mainly used in industry. Usually end-to-end measurements are performed and the longest execution time observed multiplied with a safety factor is assumed as WCET. The main problem is that there is no assurance that the WCET has been captured by the testing process. The worst case may only happen when particular series of rare conditions happen during the same execution. It may be possible to generate test cases that produce these rare cases in isolation, however it is much more difficult to generate the worst combination of these events. As exhaustive testing is usually infeasible, there is a risk of the assumed WCET to be less than the real WCET. However, observation is the best mechanism to really capture what can actually happen. The motto of testing is that "the best model of a system is the system itself".

The measurement based approach that we propose, called pWCET, combines the best features of static techniques with measurement approaches. The task of the low-level analysis is to determine the WCET of individual basic blocks. The approach taken by pWCET is to determine their execution time by measurement instead from a model of the processor. This has some implications. First programs must be tested in a variety of conditions so that each basic block is exposed to the worst interference from neighbouring blocks. Secondly, in a real system, the measurement process is in most cases intrusive, which will in turn add an overhead of the WCET. The work in [11] provides an overview of different measurement techniques and their implications on the quality and possible use of the obtained data.

Within this paper we have used a cycle accurate processor simulator to perform the measurements. This is ideal, as it allows to switch different architectural features of the processor on and off between the experiment series, while the remaining features are unchanged. Only this allows the comparison of the results obtained. This approach has the same drawbacks of using a model of the processor in static timing analysis in the sense that the estimates correspond to the model of the processor, which could be different from the real processor. It is difficult to verify that the timings of the simulator match with the timings of a real processor. However, this is not the issue of this paper, we are interested in the quantification of the impact of hardware features in a particular architecture.

The approach used in the analysis is summarised as follows, for a full description of the pWCET tool-set see [2]. Each function under analysis is wrapped into a test harness. This is just a piece of code that will call the function we want to analyse under different input conditions (e.g. with different input parameters). This is similar to techniques used in reliability analysis for functional testing.

Each run of the program is performed by the processor simulator. We use a modified version of the SimpleScalar\(^1\) cycle accurate processor simulator for the MIPS processor. One of the good things of the SimpleScalar is that it allows the configuration of the processor with command line arguments. It is possible to configure cache sizes and cache configurations, cache replacement policies, branch prediction (types and sizes). Out of order execution among others. The simulator provides an excellent controlled environment to test the impact of particular changes in the processor architecture. The result of the simulator is a cycle accurate trace of the execution. This trace holds the state of the pipeline at each cycle. We use only a small subset of this trace that holds the time instant when the first instruction of any basic block enters the pipeline. With this information is therefore possible to determine the exact path the pro-

\(^1\) http://www.simplescalar.com
gram followed as well as the exact time instant when each basic block was started.

For the set of experiments we have performed in this paper we have used a very simple approach for the WCET analysis, which is based on determining the absolute maximum execution time for each basic block. That is, a single integer that describes the longest time it took to run a particular basic block. The question still arises as what is the execution time of a basic block. The standard notion is to define the execution time as the time difference between the time instance when the first instruction of the basic block is started and the time instant when the last instruction of the basic block is completed. This is fine for simple processors but for architectures with pipelines where the execution of basic blocks overlap (the first instruction of the next basic block will start before the last instruction of the previous block has finished) requires the identification of the overlap factor between blocks. This complicates unnecessarily the analysis.

Our approach is much simpler and is based on defining the execution time of a basic block as the difference between the time instant when the first instruction of the basic block is fetched, and the time instant when the first instruction of any of the successors of the basic block is fetched. Although we call this measure the execution time of the basic block the boundary is not clear. Instructions of one basic block run after the basic block has notionally completed. We are not interested in the precise identification of each individual basic block but of the worst path. The definition of the worst case execution time of a basic block captures the interference a basic block suffers from its predecessors (as the pipeline and other CPU resources may be busy). This is actually an advantage as we want to quantify such effects but without having to model them precisely. In essence the measurement approach, given proper testing is able to determine the effects of the hardware features without having to model them.

The same definition applies also for the advanced CPU configurations used in the experiments with some modifications. For the case of branch prediction, one can not measure the execution time of a block as the execution time of any of the successors in case the branch prediction miss-predicts a branch. When a branch is hit, the branch prediction unit decides whether to consider the branch as taken or not taken, while waiting for the outcome instructions of the selected path are fed into the pipeline. If the prediction was right no pipeline stalls have happened and a significant improvement in execution time is gained. However, if the branch is miss-predicted then the pipeline is flushed and the execution starts from the other branch. In this case, the WCET of a block is the time difference between the first instruction of the basic block and the first instruction of the correct branch (not the first one that appears on the execution trace). This is easy to implement in the processor simulator by removing from the trace the miss-predicted instructions before the analysis process. The net effect is that after some branches there will be a pipeline stall and on other branches no pipeline stall would happen.

For out-of-order execution the boundary between basic blocks becomes very fuzzy. As instructions can be executed in a different order than the one described in the program, it may be the case that the instructions that determine the boundary of the basic blocks are executed earlier or later. This results in measures of the execution time of the basic blocks that have more variability. However, as we take the maximum ever observed execution time between two blocks this method produces conservative estimates of the execution time of the individual execution times. This effect is the main source of the overestimation in the WCET of the examples later in the paper.

The exposure of basic blocks to the worst case interference from neighboring blocks rises the question on the amount of testing necessary, to achieve this. Experience shows that the number of different execution times of an individual basic block is small. Depending on the size and construct of the basic block and its surroundings one observes usually between 1 to 5 different execution times for any given block even on up-to-date modern hardware. In some rare cases more then 10 different times are observed. This obviously excludes blocking instructions accessing external hardware like interrupt acknowledgement on PC architectures. Such instructions have to be handled separately, but pose no problem, as they occur rarely in application code. The initially counter intuitive small numbers of different execution times stem from the fact, that within a basic block only a small number of relevant operations are performed. Most local variables will be in cache as the memory addresses on the stack are quite frequently accessed. The instruction cache access pattern is usually quite regular. A basic block per definition contains only one branching instruction at the very end, thus a potential miss prediction penalty occurs only once. The remaining variability occurs due to pipelining effects and potential out-of-order execution. However, even those are kept in bay by cache misses, which lead to a clean up (draining of the execution pipeline) and thus less chaotic behaviour than one might expect.

It is impossible to provide a fixed number of executions with varying input data to assume enough coverage of the data. However, it is reasonable to analyse the number of different execution times of all basic blocks during testing. When this number does not grow for a large number of test runs, one can assume sufficient coverage. This relies on good testing practice for choosing the variation in the input data. In our tests we have used between 500 and 10000 executions of the overall programmes. These number may seem on first sight rather small, but as the program spends 90% of its time in 10% its code. The relevant code is executed in the order of millions of times. The code executed less, is subject to more cache misses and thus to less variability of the execution time.

By considering the worst observed value ever we produce a safe estimate of the WCET of each basic block provided that proper testing is performed, even exhaustive test-
ing. One might argue that in a pathological case, the worst case execution time of a basic block is not observed during testing as it consists of a precise combination of path and data structures to exhibit this behaviour and therefore exhaustive testing is mandatory. We have checked our examples for such pathological cases and are confident that they contain no such case. This is further supported by the fact, that a basic block has usually a very limited number of different execution times produced by e.g. cache hits/misses, correct/incorrect branch prediction or state of the pipeline. We do not claim that this approach produces tight estimates of the WCET, only, that it produces safe values because they include the maximum ever observed under extensive testing cases and therefore enable us to perform simple WCET estimates.

The high level approach we use in this paper is the simplest timing schema (cf. [5]). A timing schema is a set of rules that compute the WCET of a program by a post-order evaluation the WCET the nodes of the syntax tree. For instance, a simple timing schema is:

- \( W(A) = k \), when \( A \) is a basic block. \( k \) is the maximum observed execution time of the basic block.
- \( W(A; B) = W(A) + W(B) \).
- \( W(\text{if } E \text{ then } A \text{ else } B) = W(E) + \max(W(A), W(B)) \).
- \( W(\text{for } E \text{ loop } A \text{ end loop}) = W(E) + n(W(E) + W(A)) \) where \( n \) is the maximum number of iterations of the loop.

The timing schema is adequate for simple processors and would tend to be more pessimistic for advanced features as it considers the worst effect of a basic block without considering its context. Even with this pessimism, the timing schema is good enough as it shows how simple high-level analysis can result in safe estimates of the WCET of a program. The pWCET approach described in [1] and [2] is much more powerful than the one described here and used in the experiments in the sense that it is able to capture not a single value but a probability distribution of the execution time of each block. It also implements a timing schema manipulating probability distributions. For the purpose of this paper we are interested only on the maximum observed value and therefore a simple integer based approach suffices.

4. Experiments

We have selected five applications for the analysis. They range from simple programs like the bubble sort or a runge-kutta to complex real programs used in commercial applications like the canny edge detection. Table 2 summarises the features of the examples.

- Bubble sort is a simple sorting algorithm. The main feature is that the worst case path depends on the relative ordering of the input data. The maximum number of swap operations happens when the input data is sorted in reverse order. Note that this may not be the worst case path as it may depend on cache misses. Each run of the experiment consists on the sorting of a randomly generated array of 12 integers. We also use bubble-sort to evaluate the number of experiments that need to be made to have a given level of confidence that the WCET has been found.
- The bezier algorithm draws smooth curves into an image. The main feature of this algorithm is a fixed number of loop iterations, but with arbitrary memory references within the image. Each run of the bezier experiment consists on the creation of 20 bezier lines for 4 random reference points on an 800 by 600 pixels image.
- The third case study is the Canny filter, a standard edge detection algorithm used in video motion tracking systems to locate objects in an image. Each run of the canny experiment consists on the extraction of edges of a 64 by 64 pixel randomly generated image (using the bezier algorithm) with some random noise. The algorithm is quite memory intensive and the actual edge following algorithm does arbitrary memory accesses, which are more diverse, than with the bezier example.
- The fourth case study is the simulation of an inverted pendulum using the runge-kutta algorithm and a fuzzy controller. Runge-kutta is commonly used algorithm for numerically solving differential equations and in the simulation of physical systems. Each run of the experiment consists on the simulation of the controlled system (inverted pendulum) and controller (fuzzy controller) for 100 ms of simulated time (100 steps).
- The final case study is the DES encryption program. Each run of the algorithm performs the encryption of a randomly generated word of 64 bits with a key of 64 bits.

4.1. Experiments Setup

The experiments presented here have been conducted using the pWCET tool-set [2], which relies on the SimpleScalar tool-set [4] to obtain the execution traces.

The SimpleScalar simulator is a flexible and cycle accurate simulator that implements a close derivative of the MIPS-IV Instruction Set Architecture (ISA). More precisely, the SimpleScalar instruction set (also called the PISA, or "Portable Instruction Set Architecture") is a superset of MIPS with a few minor differences and additions. SimpleScalar is capable of simulating binary programs and

\[ \text{http://www.pwcet.com/samples/rtss03/} \]

\[ \text{http://www.c-lab.de/home/en/download.html} \]
4th order RK simulation and control of an inverted pendulum

Sorting an array of 12 elements

Edge detection of an image of 64x64 pixels

Drawing 20 lines of 4 reference points on a 800x600 image

4th order RK simulation and control of an inverted pendulum

Encryption of 64 bit word with a 64 bit key

Table 2. Benchmarks

<table>
<thead>
<tr>
<th>IDBOP</th>
<th>I-cache</th>
<th>D-cache</th>
<th>Dyn. Bpred</th>
<th>Out Of Order</th>
<th>Pipeline</th>
</tr>
</thead>
<tbody>
<tr>
<td>–/oP</td>
<td>off</td>
<td>off</td>
<td>stat.</td>
<td>off</td>
<td>on</td>
</tr>
<tr>
<td>–/iP</td>
<td>128B</td>
<td>128B</td>
<td>stat.</td>
<td>off</td>
<td>on</td>
</tr>
<tr>
<td>–/oP</td>
<td>32KB</td>
<td>32KB</td>
<td>stat.</td>
<td>on</td>
<td>on</td>
</tr>
<tr>
<td>–/iP</td>
<td>128B</td>
<td>128B</td>
<td>dyn.</td>
<td>off</td>
<td>on</td>
</tr>
<tr>
<td>–/iP</td>
<td>32KB</td>
<td>32KB</td>
<td>dyn.</td>
<td>on</td>
<td>on</td>
</tr>
<tr>
<td>–/iP</td>
<td>128B</td>
<td>128B</td>
<td>dyn.</td>
<td>off</td>
<td>on</td>
</tr>
<tr>
<td>–/iP</td>
<td>32KB</td>
<td>32KB</td>
<td>dyn.</td>
<td>on</td>
<td>on</td>
</tr>
</tbody>
</table>

Table 3. Configurations used in the experiments

performs out-of-order execution of the instructions while simulating the effects of data and instruction caches, branch prediction, etc.

We use the configuration options of the SimpleScalar to simulate different processors. We analyse each of the programs under 10 different configurations determined by enabling or disabling several features. In particular, we consider enabling or disabling: (i) the instruction and data caches, (ii) the dynamic branch prediction mechanism and (iii) the out-of-order execution. Pipelines cannot be disabled.

The 10 configurations are listed in Table 3. These range from all features disabled (except pipelines) to all features enabled. We have selected three configurations of caches: no cache (–), small data (d) and instruction (i) cache and large data (D) and instruction (I) cache. Cache sizes are defined relative to the program size, small meaning "not all data /code fits in the cache", large meaning "all data/code fits in the cache"). We also consider enabling dynamic branch prediction (B) or using a simple static branch prediction (b), and enabling (O) or disabling (o) out-of-order execution. Not all combinations may be found in real hardware, for example out-of-order execution without branch prediction.

All programs are tested for each of the configurations for exactly the same set of input data. Bubblesort is tested 10000 times, the canny filter for 500 cases, the rest of examples are analysed for 5000 tests. All tests are randomly generated. The experiments are performed assuming that cache size is either 128 bytes or 32Kb, with a cache block of 4 bytes. A cache hit costs 1 cycle and an access to the main memory costs 18 cycles (default value in SimpleScalar). The simple static branch prediction scheme assumes all branches falling through. In this case the pipeline is flushed, whenever the branch is taken. The dynamic branch prediction scheme consists of a two level branch prediction schema. The branch prediction state machines are addressed using a 12 bit branch history register. Additionally the branch predictor unit contains a 512 entry 4 way associative branch target buffer, which is used by the fetch unit to continue the execution on a branch predicted taken. For each of the experiments we compute some data on the distribution of the observed execution times and the WCET estimates. Given a code section $S$:

- $C_p$: is the $p$ percentile of the observed execution time of $S$, meaning that the probability that a particular execution time is smaller of equal to $t$ is $p(P[t \leq C_p] = p)$. We pay special attention to $C_{0.5}$ (the median), $C_{0.9}$, $C_{0.99}$ and $C_{0.999}$. In particular $C_1$ is the maximum observed execution time of $S$ and $C_0$ is the best case observed execution time.

- $\hat{\hat{C}}$ is the real worst case execution time. This quantity is possibly non computable.

- $C_W$ is an estimate of the worst-case execution time analysis provided by the pWCET analysis.

One particular property we are interested in modelling is the variability of the execution time. Ideally we would like to be able to reason on how far are estimates (either $C^1$ or $C^W$) in relation to $\hat{\hat{C}}$, however as $\hat{\hat{C}}$ is not computable, we can only reason about the observed values. We also provide the overestimation of the pWCET approach compared to the worst observed value as $(C^W - C^1)/C^1$. This result may be misleading if $C^1$ is far from $\hat{\hat{C}}$.

Note that we can not consider other common statistical measures like the average or the standard deviation as we can not make the assumption that the distribution of execution times follows any known distribution (like the normal). For some of the programs exhaustive testing could be performed and therefore the real worst case execution time, i.e. $\hat{\hat{C}}$, could be obtained, however, this is unfeasible in the general case.

Although the analysis is performed for the MIPS architecture, the results can be generalised to a family of processors with similar features (although the timing and structure of instructions may be different the same effects occur). The important result is not the absolute values of the timings of the programs but their variation for different configurations.

The purpose of this study is to quantify the impact of advanced processor features for a particular advanced pro-
censor. We are very careful to claim that this is the temporal behaviour of the MIPS processor. We are aware that the timing information may not match any of a real processor (besides, the instruction set is actually an extended version of the MIPS instruction set). What we can infer from this study is the relative impact that some of the advanced features have relative to each other. On other processor architectures the timings of the individual instructions are different, the architecture is different but we conjecture that the trends are similar.

In addition to the experiments described before, we have also performed an experiment to evaluate how many tests are needed to determine the WCET of a program with the described method. If the input of size \( n \) data for the bsort algorithm is randomly generated, then the probability of generating the worst input data is \( 1/n! \). For long arrays this number is intractable. The question to address is how fast do the estimates of worst case converge as a function of the number of tests. This is shown in figure 1. The X axis indicates the number of tests performed and the Y axis the current estimate for WCET. The two lines represent the execution time observed for the worst case path when \( n = 11 \) and the pWCET estimate. With very few tests pWCET produces an estimate, which is very tight and always above the observed value.

5. Discussion

There are three main significant conclusions that can be drawn from the evaluation of the experiments.

Firstly, the major impact by far among all effects is the cache, both instruction cache and data cache (considering the fact that a cache miss has a penalty of 18 cycles only, the effects would be more dramatic for larger cache penalties). For all experiments, ignoring data an instruction cache (–boP) leads to extremely long execution times compared with the rest of configurations. Having some instruction cache (i-boP) increases dramatically the execution times (WCET included). The next significant increase happens for data cache (idbop). The best results correspond to the configurations with largest cache size (ID??P).

Secondly, the overestimation factor is larger for the more advanced features. For the simplest configuration the WCET is within a few percent of the maximum observed values. For advanced configurations the overestimation factor is more than 50% (WCET is twice the maximum observed value) in most of the examples except for bsort that it is only 36%.

Thirdly, the most surprising bit is that the level of overestimation is much smaller than the loss of performance due to not having the advanced features disabled. For instance, for the bezier example that has 62% overestimation in the most advanced configuration (IDBOP) the WCET is 691807. The observed best case for the configuration with medium cache (idbOP) is 1398617, this is twice as long. Even for the bubble sort example which has a very strong data dependent execution time, the benefits of the advanced features regarding the WCET are considerable.

Besides these other conclusions can be drawn from the examples. Out of order execution increases the performance of the observed execution time between 15% and 20% when compared to the same configuration without out of order execution. The only exception is the bsort example where out of order execution has only a 1% increase in performance. However, the increased overestimation of the analysis makes this performance not practical for WCET purpose only.

Branch prediction has very little impact in the examples. This may be explained by the shallow depth of the pipeline of the SimpleScalar mixed with the fact that the default no branch prediction means assuming all branches not taken which actually is a very good predictor.

The programs show a variable execution time. The most notable one is the bsort as the time it takes to sort an array depends on how well sorted is the input data. With a simple processor the worst case corresponds to the input array being sorted in decreasing order. Most importantly, figure 1 shows that the WCET estimate is very close to the real worst case, with only an overestimation of less than 1%. The pWCET analysis reaches this value with only three runs, however the testing approach after more than 50000 runs clearly underestimates it. The same result applies to all experiments. This shows that the pWCET analysis technique requires very few experiments to produce stable estimates of the WCET.

The other case study, which is data dependent is the canny filter. The variation between best case and worst case is quite small (less than 1%). However, all runs analyse very similar images (they contain 20 bezier lines) the variability comes from the different memory access patterns.

The other experiments exhibit much less variability. By analysing the structure of the code, it is clear that the measurement approach may have problems finding the

---

**Figure 1. Evolution of the maximum observed execution time (Bubble sort - IDoP) with perfect branch prediction**
WCET for the examples with more variable execution time (bsort and canny). The rest of case studies don’t have path dependent execution time and therefore the measurement approaches provide tight estimates. However, it is not clear how much underestimation the measurement only approaches have.

This confirms the idea that advanced processor features are more difficult to model, however the most important result is that even with such levels of overestimation, the resulting WCET estimate is smaller than any observation made with any of the major features disabled. Due to the conservative nature of the WCET analysis it might be even concluded, that only in some pathological cases the real WCET $C$ is larger with a particular feature turned on compared to the value with the feature turned off. This result applies to all case studies. This indicates that although advanced processor features are difficult to model and result in variable execution times with more pessimistic estimates...
of the worst case good estimates of the WCET can be computed. Due to the pessimism in the WCET estimate, tasks would require significantly less execution time than the estimate resulting in gain time being available at run-time.

It is interesting to note that these conclusions apply to all case studies, which are quite varied in size, execution time, path structure and functionality. The results, although produced by the SimpleScalar simulator for the MIPS processor, are generalisable to a wide class or processors with similar hardware features.

6. Conclusion

In this paper we have analysed the worst-case timing behaviour of several case studies ranging from small typical sections of code (bubblesort) to large real-life programs...
(canny edge detection) running on a simulated MIPS processor under different processor configurations. We have performed the WCET analysis of these programs using a mixture of measurement and static analysis techniques using the pWCET tool-set. Our experiments show that although advanced processor features lead to less predictable WCET behaviour, this is still bounded and results in much smaller WCET estimates that the more predictable system with some of the features disabled. This paper has also shown the effectiveness of the pWCET analysis technique for large programs running on complex processors.

One of the most important features of the pWCET analysis technique is that it does not rely on a model of the processor, only on measurements of actual execution times. This has allowed the integrated analysis of the different processor features (instruction caches, data cache, pipeline, out of order execution and branch prediction) with no additional effort. Moreover, it has been possible to model features for which there are no WCET techniques available like dynamic branch prediction and out-of-order execution. Also, the technique is able to analyse systems where multiple features are present and for which static characterisation of their interaction is not possible. Still, the level of overestimation is high. Further work will involve enhancing the pWCET analysis to provide tighter estimates.

The evaluation of the experiments shows that the feature that accounts for the larger impact in both average execution time and WCET is by far cache size (both data and instruction cache). Our results indicate that this is a very important factor that leads to a significant reduction of the worst-case execution time of programs.

The presence of other hardware features like out of order execution and branch prediction result in modest improvements. However the pessimism of the simple measurement approach results in overestimation factors that brings the WCET to similar levels as the configurations without branch prediction and out of order execution. Future work will involve the reduction of the pessimism in the analysis of such configurations, besides no significant improvements have been achieved.

An important additional conclusion that can be drawn from these experiments is that even if the WCET estimates were tight, there is a wide variability of execution times when advanced processor features are enabled. One can expect the worst case to occur very rarely, even more so taking into consideration the inherent pessimism of the analysis.

The pWCET approach relies on the good quality of the input data. This requires adequate testing strategies so that execution times of measurement blocks have been exposed to the worst interaction from their neighbouring blocks. Emphasis of the definition of test scenarios has to be on this local effects as the worst path and global effects are being captured by the pWCET analysis technique. Further work will involve the analysis of real hardware with the same experiments described in this paper.
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